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Abstract

Purpose of the article: The ability of the company to predict customer churn and retain 
customers is considered to be worthy competitive advantage since it improves cost allocation 
in customer retention programs, retaining future revenue and profits. In addition, it has several 
positive indirect impacts such as increasing customer’s loyalty. Therefore, the focus of the article 
is on building highly reliable and robust classification model, which deals with such a task.
Methodology/methods: The analysis is carried out on labelled ecommerce retail dataset 
describing 10 000 most valuable customers with the highest CLV (Customer Lifetime Value). 
To obtain the best performing ANN (Artificial Neural Network) classification model, proposed 
hyperparameter search space is explored with genetic algorithm to find suitable parameter 
settings. ANN classification performance is measured with regard to prediction ability, which 
is understood as point estimate of AUC (Area Under Curve) mean on 4fold cross-validation 
set. Explored part of hyperparameter search space is analyzed with conditional inference tree 
structure addressing underlying fundamental context of given optimization which results in 
identification of critical factors leading to well performing ANN classification model.
Scientific aim: To present and execute experimental design for performance evaluation and 
hyperparameter optimization of classification models, which are used for customer churn prediction.
Findings: It is concluded and statistically proven that in experimental context described, 
regularization parameter as well as training function have significant influence on classifiers 
AUC performance contrasting other properties of ANN. More specifically, well performing 
ANN classification models have regularization parameter set to 0, adaptation function set to 
trainlm or trainscg and more than 100 training epochs. Global optimum is identified for solution 
with regularization parameter set to 0, trainlm adaptation function, 350 training epochs and 
7-4-2 architecture.
Conclusions: Results imply that placing hyperparameter optimization to ANN classification model 
leads to improved customer churn prediction ability. The article describes design and execution of 
machine learning pipeline, hyperparameter optimization and original meta-analysis of the results 
with conditional inference tree structure, which are considered beneficial for further research.

Keywords: customer churn, machine learning, artificial neural networks, genetic algorithm, 
hyperparameter optimization

JEL Classification: M1, M3, C38
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Introduction

In highly competitive environment it is co-
mmon that achieving business organizations 
goals relies on its ability of customer relati-
onship management or relationship manage-
ment with other interested parties. Colgate, 
Danaher (2000) and Poel, Lariviere (2004) 
show that in saturated markets, customer 
acquisition is very expensive and deman-
ding process. Therefore, customer retention 
programs, as part of customer relationship 
management, are becoming topic of interest 
among companies. Customer retention man-
agement in general consists of activities re-
lated to customer churn prediction, customer 
retention (benefit) program, retention uplift 
modeling and other activities linked to cus-
tomer defection. To allocate retention activi-
ties and costs efficiently it is crucial for cus-
tomer defection prediction to be as reliable 
and precise as possible.

Popular techniques used for customer 
churn prediction are logistic regression, de-
cision tree, fuzzy logic, Bayesian classifi-
er, SVM, and neural networks (Ngai et al., 
2009; Kumar, Garg, 2013), the paper aims at 
application of the last one. Artificial neural 
networks are chosen due to proven predic-
tion ability in the domain of customer churn 
when compared to other base techniques 
(Hadden et al., 2006; Iwata et al., 2006; Ngai 
et al., 2009; Kumar, Garg, 2013). Although 
prediction performance as key metric is con-
sidered with application of artificial neural 
networks, other aspects of prediction mod-
el are suppressed – such as interpretability, 
which is important for fundamental under-
standing of customer churn.

1.  Preliminaries

Preliminaries section consists of short de-
scription of building blocks used in machine 
learning pipeline leading to artificial neural 
network classifier. Principle component ana-

lysis is used to reduce number of exploratory 
variables in customer churn prediction task 
and to consequentially speed up learning 
process of artificial neural network. Classi-
fication itself is dealt with by artificial neu-
ral network. Experimental parameter tuning 
is considered as optimization task, therefore 
search through parameter space is carried 
out with genetic algorithm. Relationship be-
tween architecture and training parameters of 
neural network and its performance is further 
analyzed with conditional inference tree.

1.1  Principle component analysis
Principle component analysis (PCA) is unsu-
pervised technique for dimensionality reduc-
tion, more precisely for projecting data into 
its lower-dimensional representation while 
capturing most of its variation. The idea is 
that each of the n observations lives in p-di-
mensional space, but not all for these dimensi-
ons capture same amount of variability. PCA 
searchers for small number of dimensions that 
capture the most of variability, returned di-
mensions are linear combination of p features 
(Rogers, Girolami, 2012; Garet et al., 2013).

Reducing dimensionality is common goal 
for feature extraction, reducing autocorrela-
tion and visualization of complex data. Main 
motivation is to reduce computational cost, 
however PCA might negatively impacts 
classifiers performance (Jain et al., 2000).

1.2  Genetic algorithm
Genetic algorithm (GA) is metaheuristic op-
timization method, which belongs to broad 
class of evolutionary algorithms. Natural se-
lection inspires GA to mimic evolution (sur-
vival of the fittest). It is based on iterative 
process starting from initial set of solutions 
(population), where every solution is given 
set of properties (genes). Initialization is 
followed by evaluation of optimization ob-
jective (fitness function) across the popula-
tion, where the fittest solutions are selected 
(selection) and their properties recombined 
resulting in new population (crossover). To 
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overcome convergence to local minima, 
chance of random property shift (mutation) 
between generations is introduced. Proce-
ss of selection, crossover and mutation is 
sequentially repeated until computational 
limits are exceeded or optimization objecti-
ve of fitness function is achieved (Mitchell, 
1996; Dostál, 2012).

GA are used to solve mostly global opti-
mization objectives over problem domains 
with complex parameter space, where are 
successful in overcoming local optimum 
compared to gradient based algorithms. Real 
world applications include and are not limit-
ed to traveling salesman, assembly line opti-
mization, antenna design. Critics object that 
GA is adding more complexity to original 
problem and in non-trivial applications can 
be inefficient (Mitchell, 1996; Skiena, 1998).

1.3  Artificial neural network
Artificial neural network (ANN) is supervi-
sed learning technique. It can be described 
as simplified mathematical model inspired 
by biological neural network of living spe-
cies. It is based on processing information 
by many simple elements (neurons), passing 
signal between neurons over connection 
(link) with associated weight, each neuron 
has its activation function (nonlinear) for 
processing inputs into output signal. ANN 
is described with its architecture (number of 
layers, neurons), training/learning method 
(how connection weight is calculated) and 
activation function (Fausett, 1994).

ANNs are broadly used to solve classifi-
cation problems, pattern recognition, clus-
tering, or constrained optimization problem. 
Their increasing popularity is related to 
proven ability of generalizing complex func-
tions, robustness considering data-prepro-
cessing and rise of accessible computational 
power. However underlying mechanism of 
trained network is hard to interpret in fun-
damental context of the problem therefore 
is usually considered as black box (Fausett, 
1994; Dostál, 2012).

1.4  Conditional inference tree
Conditional inference tree belongs into non-
-parametric class of regression/classifica-
tion trees combining conditional inference 
applications with tree-structured regression/
classification models. Regression tree is 
built with separation of data into subsets 
(leaves), by finding splits (nodes), which 
separates data in the best possible way, app-
roach is applied on subsets until getting to 
pure subsets. Tree-regression models tend 
to suffer from two issues – overfitting (can 
be dealt with pruning) and bias towards se-
lected variables affecting interpretability of 
tree-structured model. As response to these 
problems – conditional inference trees were 
proposed by Hothorn et al. (2006), where 
stopping criterion is based on resampling 
and multiple inference tests.

Decision trees are easy to interpret and 
can deal with non-linear classification and 
regression problem domains. Prediction per-
formance of base conditional inference trees 
has been proven on similar level as with 
pruned regression trees with no bias towards 
selected variables (Horton et al., 2006; 
Horton et al., 2015).

2.  Experiment design and implementation

The paper aim is to develop prediction mo-
del, which can identify customers at risk of 
defection with regard to improvement of 
chosen performance metrics. In this article, 
problem is understood as binary classificati-
on and is dealt with by ANN classifier. Hy-
perparameter optimization of ANN is treated 
as mixed integer optimization problem and is 
carried out by genetic algorithm. Moreover, 
obtained results are analyzed to determine 
which setting leads to the best prediction. 
Bearing in mind reproducibility of results, 
consistence and usability in production se-
ttings, machine learning pipeline is propo-
sed in Figure 1, where elements are discu-
ssed later in more detail. Whole pipeline is 
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implemented in MathWorks Matlab 2016a 
using Neural Networks Toolbox 9.0, Global 
Optimization Toolbox 7.4 and Parallel Com-
puting Toolbox 6.8. Further analysis and vi-
sualization of experimental results are done 
in R 3.3.0, R Studio 1.0.44 and partykit 1.0.5 
package.

2.1  Data collection
Dataset was obtained from analytical data-
base of e-commerce company Alza.cz. It 
contains customer interactions with the com-
pany till 03/2014, included. Customer defec-
tion is understood as no new purchase for 
9 consecutive months (03/2014–09/2014), 
hence only complete degree of defection is 
considered.

For modelling purposes 10 000 customers 
with the highest Customer Lifetime Value 
(CLV) is chosen, also with class balance be-
tween churned and non-churned customers 
in mind (50 % of defected customers). Ex-
pected cumulative CLV for next 3 years with 
no changes in churn rate was estimated to 60 
M CZK. This estimation illustrates both po-
tential in customer relationship management 
and financial gap for retention management.

Only customer interactions with company 
are used as primary features, based on cited 
research and broadly applied RFM segmen-
tation. All base features are aggregated with 
period of 3, 6, 12 months and whole custom-
er lifecycle.

2.2  Data division
Data division is important part in experiment 
design responsible for proper performan-
ce evaluation and addressing bias-variance 
tradeoff. In the paper two stages of data divi-
sion are incorporated. Stratification to balan-
ce both churned and non-churned customer 
is used in both stages.

In first stage, whole dataset is divided into 
two parts - cross validation set (90 % of data) 
and testing set (10 % of data). Cross valida-
tion set is passed to second stage of machine 
learning pipeline, testing set is used to eval-
uate real world performance on unseen data.

In second stage, cross validation set is 
used as input into 4-fold cross validation di-
vision. This technique splits cross validation 
set into 4 equally sized folds, where each 

Figure 1.  Machine learning pipeline applied. Source: Author’s own work.

Table 1.  Primary explanatory variables.

Variable Description DB data type Unit

RevAvg Average revenue on invoice Money [CZK]

InvCount Number of invoices issued Int [n]

RecCount Number of claims made Int [n]

ComCount Number of contacts with customer service Int [n]

Source: Author’s own work.
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combination of 3 folds are used as training 
set (without repetition) and each 1 set used 
as validation set.

2.3  Data preprocessing
Prior to PCA training features are normal-
ized with z-score, as it allows PCA to com-
pare primary features on scale of same mag-
nitude. Z-score calculation on training set 
also results in population μ and σ parameter 
estimations which are used for further scal-
ing of validation and test sets.

PCA threshold for captured variability is 
set to at least 95 %. PCA coefficients are de-
rived from training set and are used to further 
extraction from validation and test set. Strict 
split among training, validation and test sets 
and sequence of processing is crucial for pre-
vention of data leakage and model building 
and evaluation.

2.4  Model building

2.4.1  Genetic algorithm
Chromosome structure embodies properties 
of ANN classifier and is represented in dou-

ble vector scheme, where each parameter 
is encoded as integer value pointer to ANN 
parameter vector. Other solution might be 
to encode chromosome in bit string scheme, 
however in mixed integer problem domain, 
prior solution is considered to be more advi-
sable (Herrera et al., 1998).

To generate new population and introduce 
changes to chromosomes Laplace crossover 
operator and Power mutation operator are 
used. To ensure integer constrains hold af-
ter crossover and mutation steps, truncation 
procedure is carried out (Deep et al., 2009). 
Binary tournament selection is chosen as it 
has better convergence and computational 
time complexity when compared to other re-
production operators (Goldberg, Deb, 1991). 
With regard to both size of searched param-
eter space and computational complexity of 
task at hand, population size is set to 16 and 
number of generations to 32, resulting in 
training and evaluation of 512 ANN models.

Objective function is constructed as penal-
ty function with respect to feasibility of solu-
tion. (i) If two feasible solutions are com-
pared, the one minimizing fitness function 

Figure 2.  Chromosome coding scheme. Source: Author’s own work.

Table 2.  GA parameter specifications.

Parameter Value

Population type Double vector

Objective scaling Rank

Elite children 2

Termination conditions 32 generations

Population size 16

Selection operator Binary tournament

Crossover operator Laplace crossover

Crossover fraction 0.9

Mutation operator Power mutation

Source: Author’s own work.
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Figure 3.  7-64–2 architecture with Tan-Sig and Softmax activation functions, Matlab 2016a. Source: 
Author’s own work.

Table 3.  ANN parameter vectors.

Parameter Vector

Number of neurons 2 4 8 16 32 64 128 256

Number of epochs 50 100 150 200 250 300 350 400

Regularization parameter 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Training function trainlm trainscg traincgb trainrp

Source: Author’s own work.

is chosen. Penalty function value is set to 
its fitness function value. (ii) If feasible and 
infeasible solutions are compared, feasible 
solution is chosen. Penalty function value is 
set to its fitness function value. (iii) If two in-
feasible solutions are compared, solution with 
lower constraint violation is chosen. Penalty 
function value is set to maximum population 
fitness function value (Deb, 2009). Internal 
fitness function is based on 1-AUC, where 
AUC is evaluated on cross-validation set. 
Please see details of AUC metric under chap-
ter 2.5. Population objective values are ranked 
through each generation to scale spread of 
its values. Internal fitness function is imple-
mented through vectorized approach enabling 
evaluation of whole generation in parallel.

2.4.2  Artificial neural network
Feedforward ANN with two layers and bac-
kpropagation is used, with Tan-Sigmoid acti-
vation function in hidden layer and Softmax 
activation function in output layer. Tan-sig 
function is used as it performs better with 
zero-centered mean inputs when compa-
red to other non-linear activation functions 
(Montavon, 2012). Softmax function natu-
rally transforms output from hidden layer to 

categorical probability distribution in output 
layer, hence is suitable for classification pro-
blems (Bishop, 2006).

Other properties such as number of neu-
rons in hidden layer, training epochs, spe-
cific training function and regularization 
parameter are subject to hyperparameter 
tuning. Training cost function is set to MSE 
due its wide compatibility among training 
functions. Initial weights of ANN are fixed 
with pseudo-random number generator. Per-
mutation vector for each parameter applied 
is shown on Table 2, resulting in 2048 mod-
els for whole parameter space.

2.5  Model evaluation
Classifier performance assessment is obtained 
with confusion matrix; example is shown in 
Table 3. In this case, null hypothesis is defined 
as customer retains, alternative hypothesis is 
then considered as customer churns. Common 
measures derived from confusion matrix are 
Accuracy, Precision, Recall and F score. Pa-
per aims at multiple model’s comparison, the-
refore only Accuracy and Area Under Curve 
(AUC) are applied.

Accuracy is used for clear interpretability, al-
though it is not reliable while dealing with class 
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imbalance – (1). To overcome that AUC is sug-
gested as ultimate metric for performance eval-
uation. AUC is based on Receiver Operator 
Characteristics (ROC) curve and benefits from 
its evaluation of tradeoff between True Positive 
Rate (TPR) – (2) and False Positive Rate (FPR) 
– (3) while shifting criterion threshold (Faw-
cett, 2006; Zou et al., 2007).

3.  Experimental results

ML pipeline implementation with paralle-
lized optimization was carried out on Intel 

Core i7-6700K CPU, 16GB RAM, Windows 
10 64-bit machine and took 24h 25min to 
process, which is improvement when com-
pared to ML pipeline with parallelized grid 
search on same machine resulting in 75h 
34min.

Optimization progress illustrated by fit-
ness function is addressed with Figure 5. 
Spikes in mean fitness value can be inter-
preted as widening search space with less fit 
solutions, resulting in convergence to global 
minima in 23th generation (confirmed with 
grid search). Latter variations of the best fit-
ness value around global minima are related 

   
    

+
=

+ + +
True Positives True NegativesAccuracy

True Positives True Negatives False Positives False Negatives
 (1)

    
  

=
+

True PositivesTrue Positive Rate
True Positives False Positives

 (2)

    
  

=
+

False PositivesFalse Positive Rate
True Negatives False Negatives

 (3)

Table 4.  Confusion matrix concept.

Prediction/Reality Churned Non-churned

Churned True Positives False Positives

Non-churned False Negatives True Negatives

Source: Fawcett, 2006.

Figure 4.  Three hypothetical ROC curves representing the diagnostic accuracy of the perfect classification 
(lines A; AUC=1) on the upper and left axes in the unit square, a typical ROC curve (curve B; AUC=0.85), 

and a diagonal line corresponding to random chance (line C; AUC=0.5). Source: Zoe et al., 2007.
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to changes in random seeds affecting initial 
set of weights for each ANN.

Prediction performance metrics for all mod-
els are calculated as point estimates of mean. 
Table 5 shows prediction performance metrics 
and parameter settings of the last generation 
classifiers, where each row represents ANN 
model. Training function and regularization 
parameters are omitted, as they remain same 
for these models, with training function being 
Leven-Marquardt (trainlm) and regularization 

parameter being set to 0. Best results as per 
column are showed in bold.

As regularization parameter penalizes 
complexity of ANNs underlying function, it 
can be concluded that trainlm function, sim-
ple ANN classifiers (2–8 neurons in hidden 
layer) with higher number of training ep-
ochs can predict and generalize well in task 
at hand. This hypothesis is also supported 
with results of AUC found on test set data. 
Simple ANNs are preferred as they are less 

Figure 5.  Fitness function development under optimization by GA. Source: Author’s own work.

Table 5.  Prediction performance metrics and parameter settings for 32nd generation of ANN models.

Number of 
neurons

Number
of epochs

Train 
Accuracy

CV 
Accuracy

Test 
Accuracy

Train AUC CV AUC Test AUC Comp. time 
[s]

4 350 0.913 0.907 0.904 0.966 0.961 0.957 2.12

4 350 0.913 0.907 0.904 0.966 0.961 0.957 2.29

4 350 0.913 0.907 0.904 0.966 0.961 0.957 2.22

4 350 0.913 0.907 0.904 0.966 0.961 0.957 2.19

4 300 0.913 0.907 0.905 0.966 0.961 0.957 1.88

4 300 0.913 0.907 0.905 0.966 0.961 0.957 2.01

2 400 0.907 0.905 0.901 0.962 0.961 0.956 1.81

2 350 0.907 0.905 0.901 0.962 0.961 0.956 1.52

2 350 0.907 0.905 0.901 0.962 0.961 0.956 1.61

2 300 0.907 0.905 0.901 0.962 0.961 0.956 1.48

2 300 0.907 0.905 0.901 0.962 0.961 0.956 1.57

8 300 0.918 0.904 0.903 0.968 0.959 0.954 3.24

8 300 0.918 0.904 0.903 0.968 0.959 0.954 3.46

128 300 0.917 0.907 0.901 0.964 0.958 0.953 474.35

32 300 0.923 0.908 0.901 0.968 0.956 0.950 23.68

32 400 0.929 0.909 0.906 0.970 0.953 0.948 30.30

Source: Author’s own work
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computationally intensive (by an order of 
magnitude or more in examined genera-
tion) and more prone to overfitting, which 
is crucial property when complexity is not 
being explicitly penalized in ANN cost func-
tion (regularization parameter is set to 0).

For further analysis of prediction perfor-
mance, conditional inference tree is used 
to visualize relationship between classifier 
settings (explanatory variable) and its per-
formance metric (response variable), more-
over significance of each split (specific set-
ting) is statistically tested with means of the 
conditional distribution of linear statistics in 
permutation test framework (Horton et al., 
2006; Horton et al., 2015).

Figure 6 presents classifier results through 
box-plot charts of 4-fold cross-validation 
AUC distribution, attached to terminal nodes 
of conditional inference tree. ANNs settings 
with trainlm function and regularization pa-
rameter 0 results in the best performance 
while reducing variability of AUC compared 
to other solutions. This conclusion is strong-
ly supported with low p<0.001 (Node 9). 
Outliers, in the AUC distribution in question, 
are caused by models with lower number of 
epochs (numEpochs<300) and lower number 
of neurons (numNeurons<8).

Other well performing options are based 
on trainscg function with zero regulariza-
tion parameter and higher number of ep-
ochs (numEpochs>100, Node 8) or settings 
with trainlm or trainscg function with higher 
number of neurons (8<numNeurons≤128, 
Node 13). Other considerable possibilities of 
classification models (Nodes 22, 23) however 
suffer from higher variability in performance 
when compared to the prior ones. It can be 
inducted from presented tree structure that 
in described experimental context, training 
function and regularization parameter have 
significant influence on classifiers AUC 
performance contrasting other properties of 
ANN.

Point estimates of mean across classifica-
tion models in terminal nodes are present-
ed in Table 6. Classifier models in Node 9 
outperform every other solution, however 
they are more computationally intensive by 
approx. two or more orders of magnitude. 
This is related to complex ANN models 
with more neurons in hidden layer and train-
lm adaptation function, which scales much 
worse in terms of computational cost when 
compared to other training functions. Num-
ber of classifiers contained in each terminal 
node can be related to (i) stability of point 

Table. 6  Prediction performance metrics in terminal nodes of conditional inference tree.

Terminal 
Node

Train 
Accuracy

CV 
Accuracy

Test 
Accuracy

Train AUC CV AUC Test AUC Comp. time 
[s]

Number of 
classifiers

3 0.750 0.753 0.746 0.797 0.801 0.792 0.83 12

6 0.848 0.848 0.840 0.911 0.911 0.902 5.97 7

8 0.895 0.895 0.884 0.953 0.953 0.946 5.85 184

9 0.914 0.906 0.901 0.964 0.958 0.953 555.57 141

12 0.773 0.776 0.762 0.890 0.892 0.879 0.93 7

13 0.874 0.874 0.865 0.948 0.948 0.941 3.34 59

14 0.805 0.805 0.795 0.838 0.839 0.832 13.32 8

16 0.637 0.638 0.630 0.683 0.684 0.677 3.62 14

18 0.592 0.593 0.586 0.736 0.738 0.728 1.02 10

20 0.728 0.731 0.719 0.851 0.855 0.840 1.28 11

22 0.816 0.819 0.810 0.914 0.916 0.904 1.53 10

23 0.849 0.850 0.842 0.936 0.937 0.928 4.26 49

Source: Author’s own work.
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estimates and (ii) way how whole parameter 
space is explored during optimization with 
regard to parameters considered as important 
in conditional inference tree structure. It can 
be inducted that parameter space bounded to 
branch with high CV AUC is explored more 
thoroughly with GA, resulting in more mod-
els in the branch.

As is indicated in Table 5, listed classifiers 
perform well and do not undergo overfitting 
as there are only minor differences among 
results from training, cross-validation, and 
testing set. Also, it is shown that there are 
only minor differences in performance on 
cross-validation set, favorizing 7-4-2 archi-
tecture with 350 training epochs and estimat-
ed training and prediction time of approx. 
2.2 s. Training function of the model is set 
to trainlm and regularization parameter to 0.

4.  Conclusions and future work

The ability of the company to predict custo-
mer churn and retain customers is conside-
red, in saturated markets, as highly valuable 
competitive advantage. It leads directly to 
improved cost allocation in customer relati-
onship management activities, retaining re-
venue and profits in future. It also has several 
positive indirect impacts such as increasing 
customer’s loyalty, lowering customer’s sen-
sitivity to competitors marketing activities, 
and helps to build positive image through 
satisfied customers (Colgate, Danaher, 2000; 
Poel, Lariviere, 2004).

In the paper, machine learning pipeline is 
proposed to construct and evaluate highly ef-
fective and robust classification model, deal-
ing with customer churn prediction, through 
hyperparameter optimization. Dataset for 
such task is obtained from e-commerce re-
tail industry. Input data are subject to 2-stage 
division to firstly ensure there is no data 
leakage and secondly to properly evaluate 

performance of the model. Preprocessing of 
explanatory features is handled through stan-
dardization with z-score and PCA. Feedfor-
ward 2-layer artificial neural network is used 
as base classification algorithm, where its ar-
chitecture and parameter settings are subject 
to hyperparameter optimization carried out 
by genetic algorithm, which is adjusted with 
regard to mixed integer optimization prob-
lem. Performance of classification models is 
assessed with Accuracy and AUC point esti-
mates. Moreover, meta-analysis is originally 
carried out and visualized with conditional 
inference tree.

Experimental results show that classifica-
tion models with trainlm function and regu-
larization parameter set to 0 outperform oth-
er models significantly. Results are strongly 
supported with statistical tests carried out on 
AUC point estimates from cross-validation 
set. In addition, point estimates of both Ac-
curacy and AUC on testing set, which is ob-
tained to evaluate performance on real-world 
dataset with prior selection on cross-valida-
tion set, are in line with suggested hypothe-
sis. Considering obtained results and compu-
tational intensity, architecture 7-4-2 and 350 
training epochs are proposed as suitable for 
the task at hand.

Several topics can be addressed in further 
research. New aspects of experimental tun-
ing can be introduced such as multiple ob-
jective optimization, explanatory variables 
selection, transformation process, ensemble 
learning, and in evaluation of other classifi-
cation algorithms with accent on interpret-
ability such as logistic regression, decision 
tree, fuzzy logic etc.

As concrete findings are related to e-com-
merce retail dataset, other domains’ datasets 
might be subject for further exploration and 
testing. Also, different performance metrics 
with respect to business context and inter-
pretability might be proposed in future.
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